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1. Consider the linear orthogonal polynomial regression model

i = aoPo(zi)+on Py(2s) Fan Po(z;)+ - Ao Pr(m)+e, i=1,2,...

where P,(z;) is a uth-order orthogonal polynomial defined such
that £y Pr(z;)Ps(z;) = 0,7 # s.
(a) Write down the standard assumptions for this model. (54-)

(b) Find the least squares estimator of the parameters a;,j =
0,1,...,k (10%)
(c) Find the test statistics for Hy : a; = 0. (104)

2. Assume that the correct linear regression model is as following

y = XB+e€
= Xp:3p+Xrﬂr+€

where the X has been partitioned into X,, an n X p matrix
whose columns represents the intercept and the p — 1 regressors
to be retained in the subset model, and X,, an n X r matrix
whose columns represents the regressors to be deleted from the
full model. Let 3 be partitioned conformably into 8, and f3,.
For the subset model

y = Xplgp + 6)
find the expected value of ,ép. (104%)



[image: image2.png]. Consider a BIBD design which has a treatments and b blocks.
Assume that each block contains & treatments and each treat-
ment occurs 7 times.

(a) Find the number of times each pair of treatments appears
in the same block in terms of a, k and 7. (54)

(b) Find a BIBD with a =4,k =2 and b = 6. (10%")

. Construct a 2577 design. Determine the effects that may be
estimated if a second fraction of this design is run with all signs
reversed. (204-)

Let y = (¥1,¥3) be Npig(ps, B) where p = (py, pp)', 2 =

¥ X

( u 12) ,¥; apx1random vector and y, a g X 1 random
o1 g

vector.

(a) Find the distribution of (y — p)'S "}y — u). (104-)
(b) Find the distribution of y;. (10%)

. Explain the following methods of multivariate analysis: canon-
ical correlation and principal component analysis. (104)




