
國立中山大學應用數學系博士班統計組 資格考科目：數理統計

編號:

問題 1: 10分 2: 10分 3: 10分 4: 10分 5: 10分 總分: 100分
得分

問題 6: 10分 7: 10分 8: 10分 9: 10分 10: 10分
得分

1. Let X and Y be random variables with finite means. Find a function g∗(X) such

that

min
g(X)

E
[
(Y − g(X))2

]
= E

[
(Y − g∗(X))2

]
,

where g(x) ranges over all functions.

解答:

E[Y − g(X)]2 = E[(Y − E[Y |X]) + (E[Y |X]− g(X))]2

= E[Y − E[Y |X]]2 + E[E[Y |X]− g(X)]2

+ 2E[(Y − E[Y |X])(E[Y |X]− g(X))] .

The cross term can be shown to be zero by iterating the expectation. Thus

E[Y − g(X)]2 = E[Y − E[Y |X]]2 + E[E[Y |X]− g(X)]2

≥ E[Y − E[Y |X]]2 , for all g(·).

The choice g∗(X) = E[Y |X] will give equality.

2. Suppose X and Y are independent N(0, 1) random variables. Find P (X2 + Y 2 < 1).

解答: Note that X2+Y 2 ∼ χ2
2. Thus P (X2 + Y 2 < 1) =

∫ 1

0
e−x/2

2
dx = 1− 1√

e
= 0.3935.

3. Suppose X1, X2, . . . are jointly continuous and independent, each distributed with

marginal pdf f(x), where each Xi represents annual rainfall at a given location.

(a) Find the distribution of the number of years until the first year’s rainfall, X1, is

exceeded for the first time.

(b) Show that the mean number of years until X1 is exceeded for the first is infinite.

解答:
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(a) Let N denote the number of years until the first year’s rainfall, X1, is exceeded

for the first time. Then, for n ≥ 2,

P (N = n− 1) =

∫ ∞

0

P (X1 = x, X2 ≤ x, . . . , Xn−1 ≤ x, Xn > x|X1 = x) f(x) dx

=

∫ ∞

0

F n−2(x)(1− F (x))f(x) dx (u = F (x))

=

∫ 1

0

un−2(1− u) du

=

(
1

n− 1
− 1

n

)
or equivalently,

P (N ≥ n− 1) =

∫ ∞

0

P (X1 = x, X2 ≤ x, . . . , Xn−1 ≤ x|X1 = x) f(x) dx

=

∫ ∞

0

F n−2(x)f(x) dx (u = F (x))

=

∫ 1

0

un−2 du

=
1

n− 1

(b) E[N ] =
∑∞

n=2 P (N ≥ n− 1) =
∑∞

n=2
1

n−1
= ∞

4. What is the probability that the larger of two continuous iid random variables will

exceed the population median? Generalize this result to sample of size n.

解答: Let m denote the median. Then, for general n we have

P (max(X1, . . . , Xn) > m) = 1− P (Xi ≤ m for i = 1, 2, . . . , n)

= 1− P (X1 ≤ m)n = 1−
(

1

2

)n

.

5. Let Ui, i = 1, 2, . . . , be independent uniform(0, 1) random variables, and let X have

distribution

P (X = x) =
c

x!
, x = 1, 2, 3, . . . ,

where c = 1/(e− 1). Find the distribution of

Z = min{U1, . . . , UX}.
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解答:

P (Z > z) =
∞∑

x=1

P (Z > z|x) P (X = x) =
∞∑

x=1

P (U1 > z, . . . , Ux > z|x) P (X = x)

=
∞∑

x=1

x∏
i=1

P (Ui > z) P (X = x) (by independence of the Ui’s)

=
∞∑

x=1

P (Ui > z)x P (X = x) =
∞∑

x=1

(1− z)x 1

(e− 1)x!

=
1

(e− 1)

∞∑
x=1

(1− z)x

x!
=

e1−z − 1

e− 1
, 0 < z < 1.

6. Let X1, . . . , Xn be independent random variables with densities

fXi
(x|σ) =

{
eiθ−x if x ≥ iθ,

0 if x < iθ.

Prove that T = mini(Xi/i) is a sufficient statistic for θ.

解答: By the Factorization Theorem, T (X) = mini(Xi/i) is sufficient because we can

write the joint pdf of X1, . . . , Xn as

f(x1, . . . , xn|θ) =
n∏

i=1

eiθ−xiI(iθ,+∞)(xi) = eθ
Pn

i=1 iI(θ,+∞)(T (x))︸ ︷︷ ︸
g(T (x)|θ)

· e−
P

xi︸ ︷︷ ︸
h(x)

.

Notice, we use the fact that i > 0, and the fact that all xis > iθ if and only if

min(Xi/i) > θ.

7. Let X1, . . . , Xn be a sample from the inverse Gaussian pdf,

f(x|µ, λ) =

(
λ

2πx3

)1/2

exp{−λ(x− µ)2/(2µ2x)}, x > 0.

Find the MLEs of µ and λ.

解答: The likelihood is

L(µ, λ|x) =
λn/2

(2π)n
∏

i xi

exp

{
−λ

2

∑
i

(xi − µ)2

µ2xi

}
.

For fixed λ, maximizing with respect to µ is equivalent to minimizing the sum

in the exponential.

d

dµ

∑
i

(xi − µ)2

µ2xi

=
d

dµ

∑
i

((xi/µ)− 1)2

xi

= −
∑

i

2((xi/µ)− 1)

xi

xi

µ2
.
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Setting this equal to zero is equivalent to setting∑
i

(
xi

µ
− 1

)
= 0,

and solving for µ yields µ̂n = x̄. Plugging in this µ̂n and maximizing with

respect to λ amounts to maximizing an expression of the form λn/2e−λb. Simple

calculus yields

λ̂n =
n

2b
where b =

∑
i

(xi − x̄)2

2x̄2xi

.

Finally,

2b =
∑

i

xi

x̄2
− 2

∑
i

1

xi

+
∑

i

1

xi

= −n

x̄
+
∑

i

1

xi

=
∑

i

(
1

xi

− 1

x̄

)
.

8. Let X1, . . . , Xn be a random sample from a population with pdf

f(x|θ) =
1

2θ
, −θ < x < θ, θ > 0.

Find, if one exists, a best unbiased estimator of θ.

解答: To find a best unbiased estimator of θ, first find a complete sufficient statistic.

The joint pdf is

f(x|θ) =

(
1

2θ

)n∏
i

I(−θ,θ)(xi) =

(
1

2θ

)n

I[0,θ)(max
i
|xi|).

By the Factorization theorem, maxi |Xi| is a sufficient statistic. To check that

it is a complete sufficient statistic, let Y = maxi |Xi|. Note that the pdf of Y is

fY (y) = nyn−1/θn, 0 < y < θ. Suppose g(y) is a function such that

E[g(Y )] =

∫ θ

0

nyn−1

θn
g(y) dy = 0, for all θ.

Talking derivatives shows that θn−1g(θ) = 0, for all θ. So g(θ) = 0, for all θ,

and Y = maxi |Xi| is a complete sufficient statistic. Now

E[Y ] =

∫ θ

0

y
nyn−1

θn
dy =

n

n + 1
θ ⇒ E

[
n + 1

n
Y

]
= θ.

Therefore n+1
n

maxi |Xi| is a best unbiased estimator for θ because it is a function

of a complete sufficient statistic.

9. Show that for a random sample X1, . . . , Xn from a N(0, σ2) population, the most
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powerful test of H0 : σ = σ0 versus H1 : σ = σ1, is given by

φ
(∑

X2
i

)
=

{
1 if

∑
X2

i > c,

0 if
∑

X2
i ≤ c.

For a given value of α, the size of the Type I Error, show how the value of c is

explicitly determined.

解答: From the Neyman-Pearson lemma the UMP test rejects H0 if

f(x|σ1)

f(x|σ0)
=

(2πσ2
1)
−n/2e−

P
i x2

i /(2σ2
1)

(2πσ2
0)
−n/2e−

P
i x2

i /(2σ2
0)

=

(
σ0

σ1

)n

exp

{
1

2

∑
i

x2
i

(
1

σ2
0

− 1

σ2
1

)}
> k

for some k ≥ 0. After some algebra, this is equivalent to rejecting if∑
i

x2
i >

2 log(k(σ1/σ0)
n)(

1
σ2
0
− 1

σ2
1

) = c

(
because

1

σ2
0

− 1

σ2
1

> 0

)
.

This is the UMP test of size α, where α = Pσ0(
∑

i X
2
i > c). To determine c to

obtain a specified α, use the fact that
∑

i X
2
i /σ2

0 ∼ χ2
n. Thus

α = Pσ0

(∑
i

X2
i /σ2

0 > c/σ2
0

)
= P (χ2

n > c/σ2
0),

so we must have c/σ2
0 = χ2

n, α, which means c = σ2
0χ

2
n, α.

10. If X1, . . . , Xn are iid from a location pdf f(x− θ), show that the confidence set

C(x1, . . . , xn) = {θ : x̄− k1 ≤ θ ≤ x̄ + k2},

where k1 and k2 are constants, has constant coverage probability.

解答:

Pθ(θ ∈ C(X1, . . . , Xn)) = Pθ(X̄ − k1 ≤ θ ≤ X̄ + k2)

= Pθ(−k2 ≤ X̄ − θ ≤ k1)

= Pθ

(
−k2 ≤

∑
Zi/n ≤ k1

)
,

where Zi = Xi − θ, i = 1, . . . , n. Since this is a location family, for any θ,

Z1, . . . , Zn are iid with pdf f(z), i. e., the Zis are pivots. So the last probability

does not depend on θ.
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