[image: image1.png]Bl P KB RAREHME LI EAY | $IWL I 2005/9/9

(H10%)
(1) The random variables X1, - -, X, are iid N(0,c?).

(i) Find a minimum variance unbiased estimator for ¢ = o°.

(ii) Does the variance of this estimator attain the Cramer-Rao lower bound?
Explain.

(2) Let Xi, Xs, -+, X, be iid with density
8 9—1 9
. —_— —vT >
f(z;9) ( )x e x>0,

where ¥ is an unknown strictly positive parameter.

(i) Derive the form of the most powerful test of
Hy : 9 = ¥y against H; : ¥ = 9, where ¥; > 9.

(i) Derive the form of the uniformly most powerful test of testing
H§ -9 < 99 against Hy : 9 > 9.

(3) Let X3,---, X, be a random sample from
2z
f(z]|¥) = 52 O<z <.

(i) Find a complete sufficient statistic for 9.
(ii) Find the UMVUE of 9.

(4) Let X3, -+, X, denote a random sample from the density f(z|d) = x—z%}%—, for
z > 0;=0, for z < 0, where ¥ > 0. Show that T' = X(—");{& is an ancillary

statistic for 9, where X(;) is the ith order statistic and X is the sample mean.
(5) Suppose X1, X3, -, X, are iid distributed from a N (¢, 9*).

(i) Let 9, be the maximum likelihood estimator of 9 based on (X1, -, Xy).
Find its appropriately normalized non-degenerated limiting distribution

as 1 — OQ.

(ii) Show that X, = %Z?:l X; is a weakly consistent estimator of ¥ and
give its appropriately normalized non-degenerate limiting distribution as
n — o0o. Is X, an asymptotically efficient estimator? Give your reason.

(6) Let X,Y and U be independent random variable with X ~ Poisson(}), ¥ ~
Poisson(p) and U ~ Uniform(0,1). Let V = X, if U > a;V =Y, i U < a.
Find P(X +Y =n|V =k).




[image: image2.png](7) Let Y1 < Yy < --- <Y, be the order statistics of n independent observations
from a U(0, ) distribution.
(i) Is Y, a complete sufficient statistics for ¥7 Give your reason.
(ii) Find the distribution function F,(z;9) of Z, = n(d — Y,,)
(8) Suppose that for 9 > 2, X3, X5, -+, X, are iid from Pareto distribution with
density function

fg(l‘):W, z>1

(i) Let Y; = X; + X;;1. Find the asymptotic distribution of ¥;, = %E" Y;.

i=1
(ii) Let &, = Z—"—nlii%siz Find the asymptotic distribution of 4.

(9) If a random vector (U,V) is uniformly distributed over the region
= {(u,v)0< u</h(2)}

where h(y) is a nonnegative function.

(a) Show that the marginal pdf of ¥ = % is proportional to h.

(ii) Explain how to generate a Cauchy distribution using the above result
. _ 1

(10) Let Xj,---, X, be a random sample from a N(u, 2) population. Assume the
following prior specification on p and 7:

T2€_T/2).

1
plT ~ N(O, %), T ~ Gamma(3, 2)(with pde‘(?))23

Derive the Bayes estimator of 1 under the square loss function I(y, s) = (s—pu)?
for the estimator s of u.




