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FLETHM £8119 > £ 8 MU 4o

1. Suppose that X = (X1, Xy, ..., X,)' is a random vector that has the multi-
variate normal distribution with mean vector u = (i, s, ..., 1)’ and covari-
ance 0+ I,. Let Xpn = S0 Xi/n, S2 =0, (X; — X,)?/(n—1) o

(i) Let @ be an n x n symmetric, idempotent matrix of rank r. If either
¢ = 0 or all row sums of @) are 0, prove that the random variable
Y = X'QX/0? has the x?(r) distribution.

(i) Let @, and Q2 be n x n symmetric matrices such that Q;Q, = 0. If
either 4 = 0 or the row sums of both @; and @, are all zero, prove
that the random variables Y| = X'Q1X/0? and Y, = X'Q,X/0? are
independent.

(iit) Write Z, = nYZ and Z; = (n—1)52 in the form of X'QX, show that Z;
and Z, are independent, and find the distribution of Z;/¢? and Z,/02.

2. Let X3,---, X, be a random sample from a population with continuous dis-
tribution function F.

(i) Find the joint density for the order statistics F (X)), ..., F (X)) of
F(X), ..., F(Xn).

(ii) Find the marginal distributions of F(X(), k=1,...,n.

(iii) Find the distribution of F'(X(g) — F(X(g), where £ > k.

3. Let X, -, X, be a random sample from a population with probability den-
sity function (p.d.f.), f(118) = 62 f£(216) = 20(1 — 6), F(316) = (1 — 6)?,
0<d<1.

(i) Find a minimum sufficient statistics of 6.
(i1) Assume n = 3, observed X; =1, X, =2,X; =1, find the MLE of 6.
(iii) If for general n, with observed n; in category 4,¢ = 1,2, 3, respectively,

find the MLE of 6.

4. Let Xy, -, X, be a random sample N(, 0%), distribution where ¢ = (y, o?)
are unknown parameter vector.
(i) Find a sufficient and complete statistics of 4.

(ii) If it is of interest to estimate the signal to noise ratio ¢(8) = /o, find
an UMVUE estimate of ¢(6).
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A > 0 is unknown. We are interested in estimating ¢(A) = P(X < z),z is a
fixed positive constant, through n random observations X, ---, X,.

(i) Find an unbiased estimator for ¢()).

(ii) Find an UMVUE of ¢(}).

(iii) Find the maximum likelihood estimate of ¢(}), and is it unbiased? Can
it be an UMVUE also?

6. Let X1, -+, X, be a random sample from £(f) distribution with unknown

parameter 8, and 8 has prior distribution inverse gamma ZG (o, 8), with p.d.f.

1

_ S1/(zB)
9(z) = T(a)fozetl e ,x>0,0,8>0.

(i) Find the Bayes estimator § of 8 under the square loss function.

(ii) Is the Bayes estimator 6 consistent? Justify your answer.

7. Let Xi,---, Xy+1 be a random sample from a population with p.d.f.
f(z8) =80 +1)2" 1 ~2),0<z<1,8>0,

(i) Prove that Ty, = 2X,/(1 — X,) is a method of moment estimator of 4.

(ii) Find suitable p,(0) and o2 (6) such that as n — oo, (Ty, — pn(8))/04(6)
converges in distribution to N(0,1).

(iii) Is 7, asymptotic efficient? Justify your answer.

8. Let Xi,...,X, be a random sample from a population with p.d.f.

1
f(@lt) = ~e @™ 5 > pp€ B B> 0,60 = (1, B).

(i) Find the maximum likelihood estimate(MLE) of 6.

(ii) Assume 8 is known, consider that for some constant g, the problem of
testing the composite null hypothesis against the composite alternative
hypothesis

Hy:p <o, v Hytpp > g,

find the Likelihood ratio test for testing Hy against H; on significance
level .

(iii) Assume p = pg, find a uniformly most powerful (UMP) test for testing
H, against H, on significance level «, where

Hy:8< By, v Hi: B> B




