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. Assume that the joint density of (X,Y) is

o) = 1 2+«
5 0 , otherwise.

Find
(a) the density of X?; (5%)
(b) the conditional density of X given Y2. (5%)

. Let X, follow a binomial b(n, p,) distribution.

(a) Show that if lim np, = A > 0 then the limiting distribution of X, is the
N—00
Poisson distribution p(X). (10%)
(b) Derive from (a) that the sum of two independent Poisson p(A\1) and p(As)
is p(A1 + A2). (5%)

[ Although this is true for A; > 0 and X2 > 0, you may consider the case where
A1 and Ap are positive integers. |

. Let X3,..., X, be iid. with distribution fy4(z) = 21—9, f < z < 3¢ where 6 > 0.

Show the (X(1y, X (n)) is sufficient but not complete. (10%)

. Let Xy,..., X, be i.i.d. with the common negative binomial distribution

-1
farn = (22 )ra-prs =,

where 0 < p < 1 and r is a known integer.
Suppose the prior distribution of p is the Beta distribution with 0 < a,b < oo,
ie.,

Ta+d) ,

Find the Bayes estimator of p under the square loss function. (10%) %TZ Xk

i-ptto<p<l.

. Let X1,..., X, be iid. with distribution N(u,o?) where ~co < u < 00,02 > 0 Q LS :xt

are unknown parameters Let*ﬁ%l—j@‘éﬁ )2 Show that Qn/(n+1)
is an estimator of ¢ with a mean square efror which is umformly “Staller than

that of the M.L.E. (10%).

- Let Xy, ..., X(n) be the order statistics of a sample of size n from an exponen-

tial d1str1but10n E(N) popula’cxon
Show that nX(y and X,y — X(n_1) are i.i.d. with common distribution £(}).

(10%) X = 0Kt g

. Assume X, ..., X, follow the model @% =(’x‘;éf/_1+ei, where ¢; are i.i.d. N(0, ¢2),

X1=0.

n—1 n-=1
(a) Assume that o2 is known. Show that (Z .Y XiXi_H) is a sufficient
=1 i=1
statistics for 6. (5%)



[image: image2.png](b) Find the likelihood ratio statistics for testing H: 8 =0 v.s. K : 6 0.
(5%)

8. Let 6, be the least squares estimator of 6 in the model
Yi=fzi+e, i=1,...,n,

where z; are constants and ¢; are independent with E(e;) = 0 and 0 < E(e?) =
a? < 0.
(1) Find 4,. (5%)
(2) Show that 6, is weakly consistent, i.e., 6, converges in probability to 8, if
o
5* 22 = oo. (5%)

i=1

The following problem is to test your statistical intuition.

9. When fitting a model to a data set {y;}, one may take E Uy; — 9s]) as the

criterion function, where ¢; is the set of fitted values and [ > 0 is a loss function.
For example, one may take

I(z) = 2% or |z].

What are the possible distributional implications of the following observations
if the fitting is good? (Explain your answers.)

(a) !(|y: — :|) depends only on the absolute value of the derivation y; — #.
(8%)

(b) each I(|y; — 9:|) depends only on one observatin y;. (5%)

© l(z)={ z? for z < some 25 > 0, (5%)

= otherwise.

[ Hint: Let y; = p; +¢;. What kind of distributional properties (such as depen-
dence, homogenuous,. ... ets.) of {¢;} does one expect in (a), (b} and (c)? ]




