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In this test X,Y,X,,Y,, n=1,2,... are random variables on a probability space (Q, F, Pr).

(1) [10%] Suppose that X has the exponential distribution with parameter o.. Show that

PriX>z+ylX>z}=Pr{X>y}, =z,9>0.

(2) [15%)] State and prove the Borel-Cantelli lemma.

(3) [15%) Suppose that {Xy,k =1,2,...,n} are independent with mean 0 and finite variances.
Let S; = Zle X;. Show that for o > 0,

1
Pr {1I£I§LSXn|Sk[ > a} < ?Var[Sn].

(4) [15%] Suppose that {X,} converges in distribution to X. For each p > 1, does E[|X,|?]
always converge to E[|X|P]? Justify your answer.

(5) Let {gn, 1 < n < 0o} be probability distribution functions with characteristic functions
{#n,1 < n < oo}. Suppose that {¢,} converges everywhere in R' and defines the limit
function ¢. '

(a) [7%] Give an example which shows that {4, } may not converge weakly to a probability
distribution function.
(b). [8%)] State a condition on ¢ which ensures that {u,} will converge weakly to a probability
distribution function.

(6) [15%)] Let {X,.} be a Markov chain with state space {1,2,3,4,..., N} and stationary
transition probabilities. Let Pj} = Pr{X, m = j|Xy = i}.Prove the Chapman-Kolmogorov

equation
AY

Py =3 PiPj
k=1
for any fixed pair of positive integers r and s satisfying r + s = n.

(7) [15%] Let {X,,, Fn} be a martingale. Prove or disprove: X,, = E[X,,|F,] for n < m.




