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(1) Prove that a necessary and sufficient condition for X, converges to X in probability
is that each subsequence {Xp:} contains a further subsequence {Xpn(;)} such that

Xnk(i) converges to X with probability 1 as ¢ — co. (10%)

(2) Assume X;, X,,--- are independent, E(X,) = 0 and E(X}) is bounded. Prove that
n~1S, — 0 with probability 1. (10%)

(3) Assume the joint characteristic function of X; and X is
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where 13, t, are real numbers. Find Var(X;) and Cov(Xi, Xs). (10%)

(4) Let Y3,Ys,--- be independent random variables with mean 0 and variance . Let

X, = (Tf; Y)? — no? and show that {X,} is a martingale. (10%)

(5) Assume Xy, X,,---areiid. U(0,1) random variables and let ¥, = min{ Xy, -+, X,,},
Zy =max{Xy, -, Xn},Up = n¥Y,, V, =n(l — Z,). Find the limiting distributions of
U, and V,, respectively.(15%)

(6) Suppose that Xy, Xs,- - are independent and 5, X,, converges with probability 1.
Let Y® = X,Ijx,|<q and Z® = X, — Y. Show that 3, Z{*) converges with
probability 1. (10%)

(7) Suppose that X and Y have first moments. Prove (10%)

E(Y) - B(X) = /_Z(P(X <t<Y)-P(Y <t< X))t

(8) Suppose that X,---,X, are independent with mean 0 and finite variance, and let

Sy = X1+ -+Xg. Prove that, for & > 0, P(maxy<xen |Skl > @) < 5 Var(S,).(10%)



[image: image2.png](9) Consider a random walk on the integers with the transition probabilities P43 =
p,Pi;_1 = ¢ for all integer 4 (0 < p < 1,p+ ¢ = 1). Determine the generating

function of the recurrence time from state 0 to state 0. (8%)

(10) Consider a discrete time Markov chain with states 0,1, -- N, whose matrix has ele-
ments Py = ps,j =i —Li=X,j=i+1=1—-XN—p,j =4=0,7—4 > 1, for
i,/ = 0,1,---, N. Suppose that up = Ay = gy = Ay = 0 and all other ujs and s
are positive, and that the initial state of the process is k. Determine the absorption

probability at 0. (7%)




