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Please write down all the detail of your computation and answers. -

1. (15%) Find the similarity transformation to convert the matrix

3 -1 1 1 0 0
1 1 -1 -1 0 O
0 0 2 0 1 1
0 0 0 2 -1 -1
0 0 0 0 1 1
0 0 0 0 1 1

to its Jordan canonical form.

2. (15%) Find (1) singular value decomposition and (2) polar decomposition of

0 0
-1 -1 1.
1 1

3. (15%) Recall that a square matrix A is positive definite if x*Ax > 0 for all 0 #x € C". For
real square matrix A, show that

(1) A is symmetric and x*Ax > 0 for all 0 # x € R" & A is positive definite;
2) x*Ax > 0 for all 0 # x € R"” < 1(A + A?) is positive definite.
2

4. (15%) Let A be a square matrix. Show that the matrix series 3°$° ) A* converges if, and only
if, the spectral radius of A is smaller than 1.

5. (15%) Let A be an m x n real matrix and b be an n dimensional real column vector. Show
that exactly one of the following statements holds: (1) Ax = b has a solution x, (2) Aly =0
has a solution y such that y'b #£0.

6. (15%) Given an m x n complex matrix A, show that there exits a matrix Al satisfying (1)
AtA and AAT are Hermitian, (2) AATA = A, and (3) ATAA! = Af. (Hint: SVD)

7. (10%) Show that every Hermitian matrix is *congruent to its inertial matrix.




