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. State Farkas’ Lemma and use the Kuhn-Tucker conditions to prove the
Farkas’ Lemma. (15 %)

. Show that every local minimum of a convex function over a convex set
is also a global minimum. (10 %)

. Let f: R® — R be a convex function, and suppose that f(z + A\d) >
f(z) for all X € (0,6), where § > 0. Show that f(z + Ad) is a nonde-
creasing function of A. (15 %)

. Consider the set {z : Az < b,z > 0}, where A is an m X n matrix and
b is an m vector. Show that a nonzero vector d is a direction of the set
if and only if Ad < 0 and d > 0. Show how the simplex method can be
used to generate such a direction. (15 %)

. Let Sy and S; be nonempty disjoint convex sets in R”. Prove that there
exist two nonzero vectors p; and ps such that
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for all z; € S1 and all z3 € S,. (15 %)

. Consider the linear program to minimize c'z subject to Az = b,z > 0.
Write the dual problem. Show that the dual of the dual problem is
equivalent to the primal problem. (15 %)

. Let ¢1, ¢ be nonzero vectors in R, and a1, oy be scalars. Let § = {z :
¢z + ag > 0}. Consider the function f : S — R defined as follows:
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Show that f is both pseudoconvex and pseudoconcave. (15 %)




